
IGF Policy Network on 

Artificial Intelligence

(PNAI)

Contact: Maikki Sipinen 
maikki.Sipinen@un.org



2

Policy Network on Artificial Intelligence (PNAI)
Open for everyone to participate and contribute
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• Focus on AI and related aspects of 
data governance

• Learn from and elevate AI governance 
frameworks, principles and policies 
being developed in and for the 
Majority World and non-latinate 
languages

• Set up focused conversations, develop 
clear messages

• Bring the IGF’s multistakeholder 
community together, build on previous 
discussions

• Create synergies and input to the 
global AI policy dialogue
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GLOBAL 

INTEROPERABILITY OF 

AI GOVERNANCE

AI AND GENDER / 

RACE

ENVIRONMENT AND

 AI

LEARNINGS AND RECOMMENDATIONS 

IN THE WAKE OF GENERATIVE AI 

LOOKING THROUHG THE GLOBAL SOUTH LENS

+ +

PNAI 2023 report outline
Drafting teams drove the work on the three chapters
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Recommendations : Interoperability of AI governance

• Accurately define and agree on what needs to be addressed on a global level.

• Encourage public and private investment in governance infrastructure.

• Strengthen legislative cooperation.

• Foster regional multi-stakeholder initiatives and interlink them globally.

• Strengthen capacity building

• Reduce regional disparities to encourage increases in maturity level

• Monitor and evaluate progress in reaching policy goals set on national, regional and global 
levels to advance interoperability of AI governance

• Uphold and strengthen the Internet Governance Forum (IGF) process, its regional and global 
multistakeholder initiatives including the Policy Network on AI



Recommendations : AI and gender/race

• Clear policies and regulations that promote diversity and inclusion in AI.

• Mainstream gender in national AI policies.

• Integrate a gender-responsive approach into the development, review and implementation of laws, 
policies and programs.

• Regular audit of  AI systems to detect any biases

• AI frameworks must incorporate theories, perspectives from marginalized and underrepresented 
communities into all stages of the AI lifecycle.

• Fund, support, and empower grassroots work and advocacy to foster inclusive dialogues.

• Governments should be obligated to conduct impact assessments and collect data on racial discrimination 
in AI.

• Meaningful inclusion and representation of impacted communities’ representatives

• Step up our efforts in ensuring diversity, quality, and accuracy when building and curating datasets.

• Provide transparency, explainability, and accountability mechanisms for the whole AI lifecycle. 



Recommendations : AI and gender/race

• Ensure a decolonial informed approach to data free flows with trust

• Support and encourage Climate-Resilient Technology Adoption and Capacity Building

• Formulate Gender-Responsive Environmental Policies and Data Governance

• Mitigate Environmental Risks and Invest in Sustainable Data Economy infrastructure

• Provide transparency, explainability, and accountability mechanisms for the whole AI lifecycle. 
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Environmental 

sustainability within AI 

value chain

LEARNINGS AND RECOMMENDATIONS 

+

+

PNAI 2024
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Liability as a 

mechanism for 

ensuring AI 

accountability

AI Governance, 

interoperability & Good 

practices

Labor issues 

throughout AI’s 

lifecycle



www.intgovforum.org/en/pnai

Stay informed on the PNAI work 

Join the global dialogue on AI

Coordinator: Maikki Sipinen maikki.sipinen@un.org
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